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Abstract

MIMO-based systems have great potential to improve network capacity for wireless mesh networks (WMNs). Due to unique physical layer characteristics associated with MIMO systems, network performance is tightly coupled with mechanisms at physical layer and link layer. So far, research on MIMO-based WMNs is still in its infancy and little results are available in this important area. In this paper, we consider the problem of jointly optimizing power and bandwidth allocation at each node and multi-hop/multi-path routing in a MIMO-based WMN where links operate in orthogonal channels. To solve this problem, we develop a mathematical solution procedure, which combines Lagrangian dual decomposition, gradient projection, cutting-plane methods, and subgradient methods. We provide theoretical insights in deriving gradient projection and cutting plane methods. We also use simulations to verify the efficacy of our algorithm.

I Introduction

Since Winters’s [1], Telatar’s [2] and Foschini’s [3] pioneering works predicting the potential of high spectral efficiency provided by multiple antenna systems, the last decade has witnessed the soar of research activity on Multiple-Input Multiple-Output (MIMO) technologies. Without costs of extra spectrum, MIMO technology, which exploits the rich scattering characteristic of wireless channels, is able to increase channel capacities substantially than conventional communication systems.

However, compared to the research on the capacity of single-user MIMO, for which many results are available (see [4] and [5] and references therein), the capacity issue of multiuser MIMO systems is much less studied and many fundamental problems remain unsolved [5]. With the emergence of wireless mesh networks (WMNs), which are multiuser and multihop in nature, the need to ex-
tend the MIMO communication concept from single-user systems to multiuser systems has become increasingly compelling. In a WMN, however, applying MIMO technique becomes far more complicated. Power control and power allocation at each link as well as multihop/multipath routing across the network all interact with one and another, and cross-layer optimization is not only desirable, but also necessary.

In this paper, we study the problem of cross-layer optimization on multi-hop/multi-path routing, power control, power allocation, and bandwidth allocation (CRPBA) for MIMO-based mesh network where links operate in orthogonal channels. Specifically, we consider how to support a set of user communication sessions by jointly optimizing power control, power allocation, bandwidth allocation, and flow routing such that some network utility (e.g., proportional fairness) is maximized. This problem, to the best of the authors’ knowledge, has not been studied thus far.

A Main Contributions

The main contribution of this paper are the following:

1. We developed a mathematical solution procedure to solve CRPBA by combining Lagrangian decomposition, gradient projection, cutting-plane algorithms, and subgradient algorithms.

2. For the challenging link layer subproblem, we develop a rigorous gradient projection method as opposed to the heuristic one in [6].

3. Our proposed cutting-plane method can not only solve the Lagrangian dual, but also easily recover the optimal primal feasible solutions, thus circumventing a major difficulty of the popular subgradient-based approaches for solving Lagrangian dual problems. On the other hand, we also propose a primal optimal feasible solution recovery strategy for subgradient algorithm based only on dual information, and we show its convergence to primal feasibility and optimality.
B Paper Organization

The remainder of this paper is organized as follows. In Section II, we review related work. In Section III, we discuss the network model and problem formulation. Section IV introduces the the basic decomposition framework and the important techniques in solving the subproblems in each protocol. Section V and Section A introduce cutting-plane and subgradient algorithms for solving Lagrangian dual problem, respectively, and the recovering schemes for optimal primal feasible solutions. Numerical results are presented in Section VII. Section VIII concludes this paper.

II Related Work

Research on applying MIMO to WMN is still in its infancy and results remain extremely limited. In this section, we provide a synopsis of related work on the MIMO research evolution from single-hop ad hoc networks to mesh networks.

Within single-hop wireless networks, there is much research on MIMO-based systems for cellular networks [7–12], which are infrastructure-based (i.e., base station). In this setting, there are two types of channels: the MIMO multiple access channel (MIMO-MAC), which is associated to “uplink,” and the MIMO broadcast channel (MIMO-BC), which is associated to “downlink”. In [12], Yu et al. showed that the maximal sum rate of uplink MIMO-MAC can be solved via the so-called “Iterative Water-Filling” method by exploiting the nice convexity structure of the problem. Very recently, Weingarten et al. [13] showed that the general capacity region for MIMO-BC coincides with “dirty-paper coding” (DPC) rate region [14]. In particular, it was shown that there is a nice duality between MIMO-BC and MIMO-MAC [15–17]. By exploiting this duality, the maximal sum rate problem of MIMO-BC can be computed by solving an equivalent MIMO-MAC problem under a sum power constraint [8–10,18,19].

For multiuser single-hop MIMO-based communications without any infrastructure, the maximal sum rate problem becomes much more challenging due to its non-convex nature. In [20], Jorswieck and Boche analyzed the worst-case performance of a multiuser MIMO system with interference.
In [21, 22], Demirkol and Ingram introduced an iterative (trial-and-error) method based on stream control for some simple network topologies. In [23], Sundaresan et al. proposed a MAC control scheme along idea similar to those in [21, 22]. In [24], Chen and Gans analyzed the asymptotic behavior of network spectral efficiency with $L$ simultaneous co-channel transmission pairs; they showed that, in the absence of channel state information (CSI) at the transmitters, the network asymptotic spectral efficiency is limited by $n_r$ nats/s/Hz as $L \to \infty$, and at least $n_t + n_r + 2\sqrt{n_t \cdot n_r}$ nats/s/Hz when CSI is available at the transmitters. In contrast to asymptotic analysis, in [6], Ye and Blum studied a finite-sized network and proposed a gradient projection based method, which is local optimal.

For multi-hop MIMO-based ad hoc networks, research results remain limited. In [25], Hu and Zhang studied the joint problem of medium access control and routing, with a consideration of optimal hop distance to minimize end-to-end delay. In [26], Sundaresan and Sivakumar used simulations to study various characteristics and tradeoffs (multiplexing gain vs. diversity gain) of MIMO links that can be leveraged by routing layer protocols in rich multipath environments to improve performance. In [27], Lee et al. proposed a distributed algorithm for MIMO-based multi-hop ad hoc networks, in which diversity and multiplexing gains of each link are controlled to achieve the optimal rate-reliability tradeoff. The optimization problem assumes fixed SINRs and fixed routes between source and destination nodes. In these efforts, node power control, per-antenna power allocation and their impact on upper layers are not considered.

It is important to contrast the MIMO-enabled mesh network research outlined in this project and another active line of research under the name of “Cooperative Communications” (also called “Distributed MIMO”) [28, 29]. Typically, under cooperative communications, each node is only equipped with a single antenna. Cooperative communications rely on using relay channels at cooperating nodes to form a virtual multiple antenna array. The main objective is to improve transmission reliability, energy efficiency, and network connectivity, instead of increasing spectrum efficiency.
III Network Model

We first introduce notation for matrices, vectors, and complex scalars in this paper. We use boldface to denote matrices and vectors. For a matrix $A$, $A^\dagger$ denotes the conjugate transpose. $\text{Tr}\{A\}$ denotes the trace of $A$. $\text{Diag}\{A_1, \ldots, A_n\}$ represents the block diagonal matrix with matrices $A_1, \ldots, A_n$ on its main diagonal. We let $I$ denote the identity matrix with dimension determined from context. $A \succeq 0$ represents that $A$ is Hermitian and positive semidefinite (PSD). $1$ and $0$ denote vectors whose elements are all ones and zeros, respectively, and their dimensions are determined from context. $(v)_m$ represents the $m^{th}$ entry of vector $v$. For a real vector $v$ and a real matrix $A$, $v \geq 0$ and $A \geq 0$ mean that all entries in $v$ and $A$ are nonnegative, respectively. We let $e_i$ be the unit column vector where the $i^{th}$ entry is 1 and all other entries are 0. The dimension of $e_i$ is determined from context as well. The operator $\langle \cdot, \cdot \rangle$ represents vector or matrix inner product operation.

A Link Capacity Model

In this paper, it is assumed that the system has perfect channel knowledge, that is, the transmitters have perfect channel state information (CSI). Let the matrix $H_l \in \mathbb{C}^{n_r \times n_t}$ represent the wireless channel gain matrix from the transmitting node to the receiving node of link $l$, where $n_t$ and $n_r$ are the numbers of transmitting and receiving antenna elements at each node, respectively. Although wireless channels in reality are time-varying, we consider a “constant” channel model in this paper, i.e., $H_l$’s coherence time is larger than the transmission period we consider. This simplification is of much interest for the insight it provides and its application in finding the ergodic capacity for block-wise fading channels [5]. The received complex base-band signal vector for MIMO link $l$ with $n_t$ transmitting antennas and $n_r$ receiving antennas in a Gaussian channel is given by

$$r_l = \sqrt{\rho_l}H_l t_l + n_l,$$  \hspace{1cm} (1)

where $r_l$ and $t_l$ represent the received and transmitted signal vectors, $n_l$ is the normalized additive white Gaussian noise vector, $\rho_j$ captures path-loss effect. By adopting the path-loss model with path-loss exponent being equal to $\alpha$, $\rho_l$ can be computed as [30] $\rho_l = (\frac{G_l G_r \lambda^2}{(4\pi)^2})/(N_0 WD_l^\alpha)$, where
$D_l$ denotes the length of link $l$, $N_0$ represents the power spectral density of white Gaussian noise, and $W$ denotes the communication bandwidth, $G_t$ and $G_r$ are transmit and receive antenna gains, respectively, which are assumed to be 1 in this paper, $\lambda$ is the wavelength of the transmitted signal.

Let matrix $Q_l$ represent the covariance matrix of a zero-mean Gaussian input symbol vector $t_l$ at link $l$, i.e., $Q_l = \mathbb{E}\{t_l \cdot t_l^\dagger\}$. The definition of $Q_l$ implies that it is Hermitian and $Q_l \succeq 0$. Physically, $Q_l$ represents the power allocation in different antenna elements in link $l$'s transmitter and correlations between each of these elements. In this paper, we use the complex matrix $Q \triangleq \begin{bmatrix} Q_1 & Q_2 & \ldots & Q_L \end{bmatrix} \in \mathbb{C}^{n_t \times (n_t \cdot L)}$ to denote the collection of all input covariance matrices. The link capacity of a MIMO link $l$ in an AWGN channel can be written as

$$\Phi_l(W_l, Q_l) \triangleq W_l \log_2 \det \left( I + \rho_l H_l Q_l H_l^\dagger \right),$$

where $W_l$ represents the communication bandwidth of link $l$. It can be readily verified that $\Phi_l(Q_l)$ is a monotone increasing convex function for $W_l > 0$ and $Q_l \succeq 0$.

**B Multicommodity Network Flows (Network Layer)**

In this paper, the topology of a wireless ad hoc networks with mutually interfered MIMO links is represented by a directed graph, denoted by $\mathcal{G} = \{\mathcal{N}, \mathcal{L}\}$, where $\mathcal{N}$ and $\mathcal{L}$ are the set of nodes and all possible MIMO-based links, respectively. We assume that $\mathcal{G}$ is always connected. Suppose that the cardinalities of the sets $\mathcal{N}$ and $\mathcal{L}$ are $|\mathcal{N}| = N$ and $|\mathcal{L}| = L$, respectively. In our model, a link (the line segment defined by a pair of nodes) is possible to exist if the length of the link is less than or equal to the maximum transmission range $R_T$, i.e., $\mathcal{L} = \{(i, j) : D_{ij} \leq R_T, i, j \in \mathcal{N}, i \neq j\}$, where $D_{ij}$ represents the distance between node $i$ and node $j$. $R_T$ can be determined by a node’s maximum transmission power.

The network topology of $\mathcal{G}$ can be represented by a *node-arc incidence matrix* (NAIM) [31]
$A \in \mathbb{R}^{N \times L}$, whose entry $a_{nl}$ associating with node $n$ and arc $l$ is defined as

$$a_{nl} = \begin{cases} 
1 & \text{if } n \text{ is the transmitting node of arc } l \\
-1 & \text{if } n \text{ is the receiving node of arc } l \\
0 & \text{otherwise.}
\end{cases}$$  \hspace{1cm} (3)

We define $\mathcal{O}(n)$ and $\mathcal{I}(n)$ as the sets of links that are outgoing from and incoming to node $n$, respectively. We use a multicommodity flow model for the routing of data packets across the wireless ad hoc network. In this model, several nodes send different data to their corresponding destinations, possibly through multipath and multihop routing. We assume that the flow conservation law at each node is satisfied, i.e., the network is a flow-balanced system.

Suppose that there are $F$ flows in total in the network, representing $F$ different commodities. The source and destination nodes of flow $f$, $1 \leq f \leq F$, are denoted as $\text{src}(f)$ and $\text{dst}(f)$, respectively. For each flow, we define a source-sink vector $s_f \in \mathbb{R}^N$, whose entries, other than at the positions of $\text{src}(f)$ and $\text{dst}(f)$, are all zeros. In addition, from the flow conservation law, we must have $(s_f)_{\text{src}(f)} = -(s_f)_{\text{dst}(f)}$. Without loss of generality, we let $(s_f)_{\text{src}(f)} \geq 0$ and simply denote it as a scalar $s_f$. Therefore, we can further write the source-sink vector of flow $f$ as

$$s_f = s_f \begin{bmatrix} \cdots & 1 & \cdots & -1 & \cdots \end{bmatrix}^T,$$  \hspace{1cm} (4)

where the dots represent zeros, and 1 and $-1$ are in the positions of $\text{src}(f)$ and $\text{dst}(f)$, respectively. Note that for the source-sink vector of a flow $f$, 1 does not necessarily appear before $-1$ as in (4), which is only for illustrative purpose. Using the notation “$=_{x,y}$” to represent the component-wise equality of a vector except at the $x^{th}$ and the $y^{th}$ entries, we have $s_f =_{\text{src}(f),\text{dst}(f)} 0$. In addition, using the matrix $S \triangleq \begin{bmatrix} s_1 & s_2 & \cdots & s_F \end{bmatrix} \in \mathbb{R}^{N \times F}$ to denote the collection of all source-sink vectors $s_f$, we further have

$$Se_f =_{\text{src}(f),\text{dst}(f)} 0, \quad 1 \leq f \leq F,$$  \hspace{1cm} (5)

$$\langle 1, Se_f \rangle = 0, \quad 1 \leq f \leq F,$$  \hspace{1cm} (6)

$$(Se_f)_{\text{src}(f)} = s_f, \quad 1 \leq f \leq F.$$  \hspace{1cm} (7)
where $e_f$ is the $f^{th}$ unit column vector.

On each link $l$, we let $x_{l}^{(f)} \geq 0$ be the amount of flow of commodity $f$ in link $l$. We define $x^{(f)} \in \mathbb{R}^L$ as the flow vector for commodity $f$. At each node $n$, components of the flow vector and source-sink vector for the same commodity satisfy the flow conservation law as follows:

$$
\sum_{l \in O(n)} x_{l}^{(f)} - \sum_{l \in I(n)} x_{l}^{(f)} = (s_f)_n, \quad 1 \leq n \leq N, \ 1 \leq f \leq F.
$$

(8)

With NAIM, the flow conservation law across the whole network can be compactly written as $Ax^{(f)} = s_f, \ 1 \leq f \leq F$. We use matrix $X \triangleq \begin{bmatrix} x^{(1)} & x^{(2)} & \ldots & x^{(F)} \end{bmatrix} \in \mathbb{R}^{L \times F}$ to denote the collection of flow vectors $x^{(f)}$. With $X$ and $S$, the flow conservation law can be further compactly written as

$$
AX = S.
$$

(9)

We impose a capacity constraint on each individual arc as follows. Let $c_l$ be the capacity of arc $l$. Then we must have

$$
\sum_{f=1}^{F} x_{l}^{(f)} \leq c_l, \quad 1 \leq l \leq L,
$$

(10)

which means that the total amount of flow on each arc $l$ cannot exceed its capacity limit. Eq. (10) can be further compactly written using matrix-vector notations as

$$
\langle 1, X^T e_l \rangle \leq c_l, \quad 1 \leq l \leq L.
$$

(11)

In wireless ad hoc network, the link capacity $c_l$ is not fixed and can be varied as the power allocation among each node changes. We will discuss the formula for computing MIMO link capacity in the next section. In summary, the multicommodity network flow model imposes the following group of constraints on the network flow variables $X, S$:

$$
\begin{cases}
AX = S, \\
X \geq 0, \\
\langle 1, X^T e_l \rangle \leq c_l, \quad 1 \leq l \leq L,
\end{cases}
$$

(12)

where $S$ satisfies $Se_f =_{\text{src}(f), \text{dst}(f)} 0$, $\langle 1, Se_f \rangle = 0$, and $(Se_f)_{\text{src}(f)} = s_f$, for $f = 1, 2, \ldots, F$. 
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C  Problem Formulation

The goal of this paper is to design an algorithm that performs the cross-layer optimization on multihop/multipath routing, power control, power allocation, and bandwidth allocation (CRPBA) for a MIMO-based WMN. We consider an FDMA MIMO-based WMN, where each node has been assigned non-overlapping (possibly reused) frequency bands for its incoming and outgoing links so that each node can simultaneously transmit and receive, and cause no interference to other nodes. How to perform channel assignments is a huge research topic by itself, and there are a vast amount of literature that discuss channel assignment problems. Thus in this paper, we focus on how to jointly optimize routing in the network layer and power control/allocation as well as bandwidth allocation in the link layer.

We adopt the well-known proportional fairness utility function, i.e., $\ln(s_f)$ for flow $f$ [32]. We wish to perform the cross-layer optimization such that the sum of all utilities of flows is maximized. Since the network flows in a link cannot exceed the link’s capacity limit, we have $\sum_{f=1}^{F} x_l^{(f)} \leq \Phi_l(W_l, Q_l)$, for $1 \leq l \leq L$. Using matrix-vector notations, it can be further compactly written as

$$\langle 1, X^T e_l \rangle \leq \Phi_l(W_l, Q_l), \quad 1 \leq l \leq L. \quad (13)$$

In the link layer, since the total transmit power of each node is subject to a maximum power constraint, we have $\sum_{l \in O(n)} \text{Tr}\{Q_l\} \leq P_{\text{max}}^{(n)}$, $1 \leq n \leq N$, where $P_{\text{max}}^{(n)}$ represents the maximum transmit power of node $n$. Also, the sum of bandwidths of all the outgoing links for a node $n$ cannot exceed the assigned bandwidth for node $n$, i.e., $\sum_{l \in O(n)} W_l \leq B_n$, $1 \leq n \leq N$, where $B_n$ is the assigned transmission band for node $n$. We use the matrix $W = [W_1 \ W_2 \ \ldots \ W_L]^T \in \mathbb{R}^{L \times 1}$ to denote the collection of the bands for links from 1 to $L$. Coupling the MIMO link capacity model in Section A and the network flow model in Section B, we have the problem formulation for CRPBA
as in (14).

\[
\text{CRPBA: Maximize } \sum_{f=1}^{F} \ln(s_f) \\
\text{subject to } A X = S \\
X \geq 0 \\
S e_f = \text{src}(f), \text{dst}(f) 0 \quad \forall f \\
\langle 1, S e_f \rangle = 0 \quad \forall f \\
\langle S e_f \rangle_{\text{src}(f)} = s_f \quad \forall f \\
\langle 1, X^T e_l \rangle \leq \Phi_l(W_l, Q_l) \quad \forall l \\
\sum_{l \in O(n)} \text{Tr}(Q_l) \leq P_{\text{max}}^{(n)} \quad \forall n \\
\sum_{l \in O(n)} W_l \leq B_n \quad \forall n \\
Q_l \geq 0, W_l \geq 0 \quad \forall l
\]

Variables: \( S, X, Q, W \)

IV Solution Procedure

It can be observed that the CRPBA possesses a special structure: The network layer variables and the link layer variables are coupled through the link capacity constraints \( \langle 1, X^T e_l \rangle \leq \Phi_l(W_l, Q_l) \). Thus, we can exploit this special structure using Lagrangian dual decomposition to solve CRPBA efficiently. In [33], the authors used a similar decomposition technique to solve simultaneous routing and resource allocation problems. However, their routing setting was very different to our work and their link layer was not MIMO-based. Due to the spatial dimension resulted from MIMO, the link layer subproblem in this paper is completely different and substantially more challenging. Generally, given a nonlinear programming problem, several different Lagrangian dual problems can be constructed depending on which constraints are associated with Lagrangian dual variables [34]. For CRPBA, we associate Lagrangian multipliers \( u_l \) to the link capacity coupling constraints \( \langle 1, X^T e_l \rangle \leq \Phi_l(W_l, Q_l) \). Hence, the Lagrangian can be written as [34]

\[
\Theta(u) = \sup_{S, X, Q, W} \{ L(S, X, Q, W, u) | (S, X, Q, W) \in \Gamma \},
\]

where

\[
L(S, X, Q, W, u) = \sum_f \ln(s_f) + \sum_l u_l \left( \Phi_l(W_l, Q_l) - \langle 1, X^T e_l \rangle \right)
\]

(15)
and \( \Gamma \) is defined as

\[
\Gamma \triangleq \begin{cases}
( S, X, Q, W ) \\
\text{AX = S} \\
X \geq 0 \\
Se_f = _{\text{src}(f), \text{dst}(f)} 0 \quad \forall f \\
\langle 1, Se_f \rangle = 0 \quad \forall f \\
(Se_f)_{\text{src}(f)} = s_f \quad \forall f \\
\sum_{l \in \mathcal{O}(n)} \text{Tr}\{Q_l\} \leq P_{\text{max}}^{(n)} \quad \forall n \\
Q_l \succeq 0 \quad \forall l \\
\sum_{l \in \mathcal{O}(n)} W_l \leq B_n \quad \forall n
\end{cases}
\]

The Lagrangian dual problem of CRPBA can thus be written as [34]:

\[
\mathbf{D}^{\text{CRPBA}} : \quad \text{Minimize} \quad \Theta(u) \\
\text{subject to} \quad u \geq 0.
\]

It is easy to recognize that, for any given Lagrangian multiplier \( u \), the Lagrangian in (15) can be separated into two terms:

\[
\Theta(u) = \Theta_{\text{net}}(u) + \Theta_{\text{link}}(u),
\]

where \( \Theta_{\text{net}} \) and \( \Theta_{\text{link}} \) are two subproblems respectively corresponding to network layer and link layer:

\[
\mathbf{D}^{\text{CRPBA}}_{\text{net}} : \quad \Theta_{\text{net}}(u) \triangleq \text{Maximize} \sum_f \ln (s_f) - \sum_l u_l (1, X^T e_l) \\
\text{subject to} \quad AX = S \\
X \geq 0 \\
Se_f = _{\text{src}(f), \text{dst}(f)} 0 \quad \forall f \\
\langle 1, Se_f \rangle = 0 \quad \forall f \\
(Se_f)_{\text{src}(f)} = s_f \quad \forall f \\
\text{Variables: } S, X
\]

\[
\mathbf{D}^{\text{CRPBA}}_{\text{link}} : \quad \Theta_{\text{link}}(u) \triangleq \text{Maximize} \sum_l u_l \Phi_l(W_l, Q_l) \\
\text{subject to} \quad \sum_{l \in \mathcal{O}(n)} \text{Tr}\{Q_l\} \leq P_{\text{max}}^{(n)} \quad \forall n \\
\sum_{l \in \mathcal{O}(n)} W_l \leq B_n \quad \forall n \\
Q_l \succeq 0 \quad \forall l \\
\text{Variables: } Q, W
\]
The CRPBA Lagrangian dual problem can be thus transformed into the following master dual problem:

\[
\begin{align*}
\text{MD}^{\text{CRPBA}} : \quad & \text{Minimize} \quad \Theta_{\text{net}}(u) + \Theta_{\text{link}}(u) \\
\text{subject to} \quad & u \geq 0
\end{align*}
\]

Now, the task of solving the decomposed Lagrangian dual problem boils down to how to evaluate the subproblems \(D_{\text{net}}^{\text{CRPBA}}\) and \(D_{\text{link}}^{\text{CRPBA}}\), and how to handle the master problem. Note that in the network layer subproblem \(D_{\text{net}}^{\text{CRPBA}}\), the objective function is concave and all constraints are affine. Therefore, \(D_{\text{net}}^{\text{CRPBA}}\) is readily solvable by using many polynomial time convex programming methods. However, solving \(D_{\text{link}}^{\text{CRPBA}}\) is not trivial because the objective function and constraints involve many complex matrices variables, even though it can be shown that \(D_{\text{link}}^{\text{CRPBA}}\) is a convex problem. In the following subsections, we will discuss each techniques we use to solve the link layer subproblem and the master problem in detail.

### A Modified Gradient Projection Method (MGP)

In [35], we proposed using BB/RLT [36] to solve a similar problem for which, instead of having a weighted sum in the objective function, the maximum sum of link capacities needs to be determined. However, from the computational experience in [35], we know that BB/RLT is of exponential complexity, and it takes a very long time to converge even for networks of moderate size (e.g., 10 links) and 2 × 2 antenna arrays. In multihop network setting, the number of links is on the order of \(O(N^2)\), which means that even a small network will contain too many links for BB/RLT to solve. Therefore, BB/RLT is not a practical choice in CRPBA.

In this paper, we propose a modified “gradient projection” (MGP) method to solve the link subproblem. Gradient projection, originally proposed by Rosen [37], is a classical nonlinear programming method aiming at solving constrained optimization problems. But its formal convergence proof has not been established until very recently [34]. The framework of MGP is shown in Algorithm 1.

Due to the complexity of the objective function, we cannot afford the luxury of performing an
exact line search which requires the expense of excessive objective function evaluations. Therefore, we adopt the “Armijo rule” inexact line search method [34], which still enjoys provable convergence. The basic idea of Armijo rule is that at each step of the line search, we sacrifice accuracy for efficiency we adopt the “Armijo rule” inexact line search method [34], which still enjoys provable convergence.

Algorithm 1 Modified Gradient Projection Method

**Initialization:**
Choose the initial conditions $W^{(0)} = [W_1^{(0)}, W_2^{(0)}, \ldots, W_L^{(0)}]^T$, $Q^{(0)} = [Q_1^{(0)}, Q_2^{(0)}, \ldots, Q_L^{(0)}]^T$. Let $k = 0$.

**Main Loop:**
1. Calculate the gradients $G_{W_l}^{(k)} = \nabla_{W_l} \Theta_{\text{link}}(u, W^{(k)}, Q^{(k)})$ and $G_{Q_l}^{(k)} = \nabla_{Q_l} \Theta_{\text{link}}(u, W^{(k)}, Q^{(k)})$, for $l = 1, 2, \ldots, L$.
2. Choose an appropriate step size $s_k$. Let $W_l^{(k+1)} = W_l^{(k)} + s_k G_{W_l}^{(k)}$, $Q_l^{(k+1)} = Q_l^{(k)} + s_k G_{Q_l}^{(k)}$, for $l = 1, 2, \ldots, L$.
3. Let $[W_n^{(k)}, Q_n^{(k)}]^T$ be the projection of $[W_n^{(k)}, Q_n^{(k)}]^T$ onto $\Omega_+(n)$, where $\Omega_+(n) \triangleq \{ (W_l, Q_l) | l \in \mathcal{O}(n), W_l \geq 0, Q_l \geq 0, \sum_{l \in \mathcal{O}(n)} W_l \leq B_n, \sum_{l \in \mathcal{O}(n)} \text{Tr} \{ Q_l \} \leq P_{\max} \}.
4. Choose appropriate step size $\alpha_k$. Let $W_l^{(k+1)} = W_l^{(k)} + \alpha_k (W_l^{(k)} - W_l^{(k)})$, $Q_l^{(k+1)} = Q_l^{(k)} + \alpha_k (Q_l^{(k)} - Q_l^{(k)})$, for $l = 1, 2, \ldots, L$.
5. $k = k + 1$. If the maximum absolute value of the elements in $Q_l^{(k)} - Q_l^{(k-1)} < \epsilon$ and $W_l^{(k)} - W_l^{(k-1)} < \epsilon$, then stop; else go to step 1.

A.1 Compute the Gradients

It is evident that the gradient $G_{W_l} \triangleq \nabla_{W_l} \Theta_{\text{link}} = u_l \log_2 \det(\mathbf{I} + \rho_l \mathbf{H}_l \mathbf{Q}_l \mathbf{H}_l^\dagger)$. The gradient $G_{Q_l} \triangleq \nabla_{Q_l} \Theta_{\text{link}}(Q)$ depends on the partial derivatives of $\Theta_{\text{link}}(Q)$ with respect to $Q_l$. Before compute the partial derivative of $\Theta_{\text{link}}(Q)$, we first introduce the following lemma from matrix differential calculus [38].
Lemma 1. For matrices $B \in \mathbb{C}^{p \times m}$, $X \in \mathbb{C}^{m \times n}$, and $C \in \mathbb{C}^{n \times p}$, if $(BXC)$ is invertible, then we have $\frac{\partial \det(BXC)}{\partial X} = \det(BXC) [C(BXC)^{-1}B]^T$.

With Lemma 1, we can have the following corollary.

Corollary 1. For matrices $A \in \mathbb{C}^{p \times p}$, $B \in \mathbb{C}^{p \times m}$, rank$(B) = p$, $X \in \mathbb{C}^{m \times n}$, $C \in \mathbb{C}^{n \times p}$, and rank$(C) = p$, if $(A+BXC)$ is invertible, then we have $\frac{\partial}{\partial X} \ln \det(A+BXC) = [C(A+BXC)^{-1}B]^T$.

Proof. By chain rule, we have

$$\frac{\partial}{\partial X} \ln \det(BXC) = \frac{\partial \ln \det(BXC)}{\partial \det(BXC)} \cdot \frac{\partial \det(BXC)}{\partial X} = \frac{1}{\det(BXC)} \cdot \det(BXC) [C(BXC)^{-1}B]^T = [C(BXC)^{-1}B]^T. \quad (16)$$

Let $Y$ such that $BYC = A + BXC$, i.e., $Y = X + BRAC_L$, where $B_R$ and $C_L$ are the right and left inverses of $B$ and $C$, respectively. It then follows that $\partial Y / \partial X = I$. Substitute it into (16), we have

$$\frac{\partial \ln \det(A + BXC)}{\partial X} = \frac{\partial \ln \det(BYC)}{\partial Y} \cdot \frac{\partial Y}{\partial X} = [C(BYC)^{-1}B]^T \cdot \frac{\partial Y}{\partial X} = [C(A + BXC)^{-1}B]^T \cdot \frac{\partial Y}{\partial X} = [C(A + BXC)^{-1}B]^T. \quad (16)$$

We can now compute the partial derivative of $\Theta_{\text{link}}(Q)$ with respect to $Q_i$, which is given by

$$\frac{\partial \Theta_{\text{link}}(Q)}{\partial Q_i} = W \frac{\partial}{\partial Q_i} \left[ \log_2 \det \left( I + \rho_J H_j Q_j H_j^T \right) \right]. \quad (17)$$
Assuming the channel gain matrices $H$ are of full row rank, i.e., $\text{rank}(H_l) = n_r$, $l = 1, 2, \ldots, L$. Applying Corollary 1 by letting $A = I$, $B = \rho_l H_l$, $X = Q_l$, and $C = H_l^\dagger$, we obtain

$$\frac{\partial \Theta_{\text{link}}(Q)}{\partial Q_l} = \frac{2W_l u_l \rho_l}{\ln 2} \left[H_l^\dagger \left(I + \rho_l Q_l H_l^\dagger\right)^{-1} H_l\right]^T.$$ \hspace{1cm} (18)

Notice that, in (18), we have used the fact $R_l$ does not depend on $Q_l$.

Further, for a function $f(z)$, where $z = x + jy$ is a complex variable, the derivative is defined as $\frac{\partial f(z)}{\partial z} = (1/2)(\frac{\partial f(z)}{\partial x} - j(\frac{\partial f(z)}{\partial y}))$, and the gradient is defined as $\nabla_z f(z) = \frac{\partial f(z)}{\partial x} + j\frac{\partial f(z)}{\partial y}$ [6,39]. Hence, we have $\nabla_z f(z) = 2(\frac{\partial f(z)}{\partial z})^*$. Therefore,

$$G_{Q_l} = \frac{2W_l u_l \rho_l}{\ln 2} H_l^\dagger \left(I + \rho_l Q_l H_l^\dagger\right)^{-1} H_l,$$ \hspace{1cm} (19)

where we notice that $\left(I + \rho_j H_l Q_l H_l^\dagger\right)^{-1}$ is a Hermitian matrix, hence $G_{Q_l}$ is also Hermitian.

### A.2 Projection onto $\Omega_+(n)$

From (19), we notice that $G_{Q_l}$ is Hermitian. Thus, we have that $Q_l'(k) = Q_l(k) + s_k G_{Q_l}(k)$ is Hermitian. Therefore, we will be concerned with how to project Hermitian matrices onto the constraint set $\Omega_+(n)$. Since $\Omega_+(n)$ contains a constraint on sum power for each node $n$, we need to come up with a method projecting $|\mathcal{O}(n)|$ links onto $\Omega_+(n)$ simultaneously.

For a node $n$ having $|\mathcal{O}(n)|$ outgoing links, we want to project the $|\mathcal{O}(n)|$ $W$-scalars and $|\mathcal{O}(n)|$ $Q$-covariance matrices onto $\Omega_+(n)$ simultaneously, we construct a block diagonal matrix $D_n$ as follows:

$$D_n = \begin{bmatrix} W_n & 0 \\ 0 & Q_n \end{bmatrix} \in \mathbb{C}^{|\mathcal{O}(n)|(n_t+1) \times |\mathcal{O}(n)|(n_t+1)}$$

where $W_n$ is defined as $W_n \triangleq \text{Diag}\{W_l : l \in \mathcal{O}(n)\} \in \mathbb{C}^{|\mathcal{O}(n)| \times |\mathcal{O}(n)|}$, and $Q_n$ is defined as $Q_n \triangleq \text{Diag}\{Q_l : l \in \mathcal{O}(n)\} \in \mathbb{C}^{|\mathcal{O}(n)|n_t \times |\mathcal{O}(n)|n_t}$. Moreover, we introduce two more matrices $E_1^{(n)}$ and $E_2^{(n)}$.
as follows:

\[
E^{(n)}_1 = \begin{bmatrix} I_{|O(n)|} & 0 \\ 0 & 0 \end{bmatrix} \in \mathbb{C}^{|O(n)|(n_t+1) \times |O(n)|(n_t+1)},
\]

\[
E^{(n)}_2 = \begin{bmatrix} 0 & 0 \\ 0 & I_{|O(n)|n_t} \end{bmatrix} \in \mathbb{C}^{|O(n)|(n_t+1) \times |O(n)|(n_t+1)}.
\]

It is easy to recognize that if \( D_n \in \Omega_+(n) \), we have \( \text{Tr}(E^{(n)}_1 D_n) = \sum_{l \in O(n)} W_l \leq B_n \) and \( \text{Tr}(E^{(n)}_2 D_n) = \sum_{l \in O(n)} \text{Tr}(Q_l) \leq P_{\text{max}}^{(n)} \), and \( D_n \succeq 0 \). In this paper, Frobenius norm, which is the counterpart of the Euclidean norm in the vector space, is used as the matrix distance criterion. By the definition of Frobenius norm, the square distance of two matrices \( A \) and \( B \) is \( \|A - B\|_F = (\text{Tr}[(A - B)^\dagger(A - B)])^{\frac{1}{2}} \). Thus, given the block diagonal matrix \( D_n \), we wish to find a matrix \( \tilde{D}_n \in \Omega_+(n) \) such that \( \tilde{D}_n \) minimizes \( \|\tilde{D}_n - D_n\|_F \), i.e.,:

\[
\begin{align*}
\text{Minimize} & \quad \|\tilde{D}_n - D_n\|_F \\
\text{subject to} & \quad \text{Tr}(E^{(n)}_1 \tilde{D}_n) \leq B_n \\
& \quad \text{Tr}(E^{(n)}_2 \tilde{D}_n) \leq P_{\text{max}}^{(n)} \\
& \quad \tilde{D}_n \succeq 0
\end{align*}
\] (20)

For more convenient algebraic manipulations, we instead study the following equivalent optimization problem:

\[
\begin{align*}
\text{Minimize} & \quad \frac{1}{2}\|\tilde{D}_n - D_n\|_F^2 \\
\text{subject to} & \quad \text{Tr}(E^{(n)}_1 \tilde{D}_n) \leq B_n \\
& \quad \text{Tr}(E^{(n)}_2 \tilde{D}_n) \leq P_{\text{max}}^{(n)} \\
& \quad \tilde{D}_n \succeq 0
\end{align*}
\] (21)

Notice that the objective function of this minimization problem is convex in \( \tilde{D}_n \), that the constraint \( \tilde{D}_n \succeq 0 \) represents the convex cone of positive semidefinite matrices, and that the constraints \( \text{Tr}(E^{(n)}_1 \tilde{D}_n) \leq B_n \) and \( \text{Tr}(E^{(n)}_2 \tilde{D}_n) \leq P_{\text{max}}^{(n)} \) are linear constraints, the problem is a convex optimization problem and we can solve this minimization problem by solving its Lagrangian dual.
Introducing Hermitian matrix $X$ to the constraint $\tilde{D}_n \succeq 0$, $\nu$ to the constraint $\text{Tr}(E^{(n)}_1 \tilde{D}_n) \leq B_n$, and $\mu$ to the constraint $\text{Tr}(E^{(n)}_2 \tilde{D}_n) \leq P^{(n)}_{\text{max}}$, we can write the Lagrangian as

$$g(X, \nu, \mu) = \min_{\tilde{D}_n} \left\{ \frac{1}{2} \left\| \tilde{D}_n - D_n \right\|^2_F - \text{Tr}(X^\dagger \tilde{D}_n) \right. + \nu \left( \text{Tr}[E^{(n)}_1 \tilde{D}_n] - B_n \right) + \mu \left( \text{Tr}[E^{(n)}_2 \tilde{D}_n] - P^{(n)}_{\text{max}} \right) \right\}. \tag{22}$$

Since $g(X, \nu, \mu)$ is convex quadratic function in $\tilde{D}_n$ and $\tilde{D}_n$ becomes unconstrained after moving the positive semidefinite constraint to the objective function, we can compute the minimizer of (22) by simply setting the derivative of (22) to zero, i.e.,

$$(\tilde{D}_n - D_n) - X^\dagger + \nu E^{(n)}_1 + \mu E^{(n)}_2 = 0.$$ 

Noting that $X^\dagger = X$, we have

$$\tilde{D}_n = D_n + X - \nu E^{(n)}_1 - \mu E^{(n)}_2. \tag{23}$$

Substituting $\tilde{D}_n$ back into (22), we have

$$g(X, \nu, \mu) = \frac{1}{2} \left\| X - \nu E^{(n)}_1 - \mu E^{(n)}_2 \right\|^2_F - \nu B_n - \mu P^{(n)}_{\text{max}} + \text{Tr} \left[ \left( \nu E^{(n)}_1 + \mu E^{(n)}_2 - X \right) \left( D_n + X - \nu E^{(n)}_1 - \mu E^{(n)}_2 \right) \right]$$

$$= -\frac{1}{2} \left\| D_n - \nu E^{(n)}_1 - \mu E^{(n)}_2 + X \right\|^2_F - \nu B_n - \mu P^{(n)}_{\text{max}} + \frac{1}{2} \| D_n \|^2 \tag{24}$$

Therefore, the Lagrangian dual problem can be written as

$$\begin{align*}
\text{Maximize} & \quad -\frac{1}{2} \left\| D_n - \nu E^{(n)}_1 - \mu E^{(n)}_2 + X \right\|^2_F - \nu B_n - \mu P^{(n)}_{\text{max}} + \frac{1}{2} \| D_n \|^2 \\
\text{subject to} & \quad X \succeq 0, \nu \geq 0, \mu \geq 0 \tag{25}
\end{align*}$$

After solving (25) and by saddle-point optimality condition, we can have the optimal solution to the primal problem as:

$$\tilde{D}_n^* = D_n - \nu^* E^{(n)}_1 - \mu^* E^{(n)}_2 + X^*, \tag{26}$$
where $\nu^*$, $\mu^*$ and $X^*$ are the optimal solutions to Lagrangian dual problem in (25).

Although the Lagrangian dual problem in (25) has a similar structure as that in the primal problem (having a positive semidefinite matrix constraint), we find that this positive semidefinite matrix constraint can indeed be easily handled. To see this, we first introduce Moreau Decomposition Theorem from convex analysis [40].

**Theorem 2.** (*Moreau Decomposition*) Let $\mathcal{K}$ be a closed convex cone. For $x, x_1, x_2 \in \mathbb{C}^p$, the two properties below are equivalent:

1. $x = x_1 + x_2$ with $x_1 \in \mathcal{K}$, $x_2 \in \mathcal{K}^o$ and $\langle x_1, x_2 \rangle = 0$,

2. $x_1 = p_{\mathcal{K}}(x)$ and $x_2 = p_{\mathcal{K}^o}(x)$,

where $\mathcal{K}^o \triangleq \{ s \in \mathbb{C}^p : \langle s, y \rangle \leq 0, \forall y \in \mathcal{K} \}$ is called the polar cone of cone $\mathcal{K}$, $p_{\mathcal{K}}(\cdot)$ represents the projection onto cone $\mathcal{K}$.

In fact, we can see from Moreau decomposition that the properties of the projection onto a cone $\mathcal{K}$ is analogous to the projection onto a subspace, and the only difference is that the orthogonal subspace is now replaced by the polar cone.

From matrix theory, we know that the eigenvalues of a Hermitian matrix $A \in \mathbb{C}^{n \times n}$ are always real. Suppose that we sort these eigenvalues of $A$, denoted by $\lambda_i$, $i = 1, \ldots, p$, in non-increasing order, i.e., $\lambda_1 \geq \lambda_2 \geq \ldots \geq \lambda_n$, and perform eigenvalue decomposition on $A$ yielding $A = U \text{Diag}\{\lambda_i : i = 1, \ldots, p\} U^\dagger$, where $U$ is the unitary matrix formed by the eigenvectors corresponding to the non-increasing eigenvalues, then we have the positive semidefinite and negative semidefinite projections of $A$ as follows:

$$
A_+ = U \begin{bmatrix} \max\{\lambda_1, 0\} & & & \\ & \ddots & & \\ & & \max\{\lambda_p, 0\} & \\ & & & \end{bmatrix} U^\dagger, \quad A_- = U \begin{bmatrix} \min\{\lambda_1, 0\} & & & \\ & \ddots & & \\ & & \min\{\lambda_p, 0\} & \\ & & & \end{bmatrix} U^\dagger.
$$

(27)
The proof of the results in (27) is a straightforward application of Theorem 2 by noting that $A_+ \succeq 0$, $A_- \preceq 0$, $\langle A_+, A_- \rangle = 0$, $A_+ + A_- = A$, and the positive semidefinite cone and negative semidefinite cone are polar cones to each other.

Now we consider the term $D_n - \nu E_1^{(n)} - \mu E_2^{(n)} + X$, which is the only term involving $X$ in the dual objective function. We can rewrite it as $D_n - \nu E_1^{(n)} - \mu E_2^{(n)} - (-X)$, where we note that $-X \preceq 0$. Finding a negative semidefinite matrix $-X$ such that $\|D_n - \nu E_1^{(n)} - \mu E_2^{(n)} - (-X)\|_F$ is minimized is equivalent to finding the projection of $D_n - \nu E_1^{(n)} - \mu E_2^{(n)}$ onto the negative semidefinite cone. From the previous discussions, we immediately have

$$-X = \left( D_n - \nu E_1^{(n)} - \mu E_2^{(n)} \right)_-.$$  \hspace{1cm} (28)

Substituting (28) back to the Lagrangian dual objective function, we have

$$\min_X \|D_n - \nu E_1^{(n)} - \mu E_2^{(n)} + X\|_F = \left( D_n - \nu E_1^{(n)} - \mu E_2^{(n)} \right)_+.$$ \hspace{1cm} (29)

Thus, the matrix variable $X$ in the Lagrangian dual problem can be analytically solved and the Lagrangian dual problem can be simplified to

$$\begin{align*}
\text{Maximize} & \quad \psi(\nu, \mu) \triangleq -\frac{1}{2} \left( D_n - \nu E_1^{(n)} - \mu E_2^{(n)} \right)_+ \|_F^2 - \nu B_n - \mu P_{\text{max}}^{(n)} + \frac{1}{2} \|D_n\|^2 \\
\text{subject to} & \quad \nu \geq 0, \mu \geq 0
\end{align*}$$ \hspace{1cm} (30)

Suppose that after performing eigenvalue decomposition, we have $D_n = U_n \Lambda_n U_n^\dagger$, where $\Lambda_n$ is the diagonal matrix formed by the eigenvalues of $D_n$, $U_n$ is the unitary matrix formed by the corresponding eigenvectors. From the fact that $E_1^{(n)} = U_n E_1^{(n)} U_n^\dagger$ and $E_2^{(n)} = U_n E_2^{(n)} U_n^\dagger$, we have

$$\left( D_n - \nu E_1^{(n)} - \mu E_2^{(n)} \right)_+ = U_n \left( \Lambda_n - \nu E_1^{(n)} - \mu E_2^{(n)} \right)_+ U_n^\dagger.$$ \hspace{1cm} (31)

Since $U_n$ is unitary, we have

$$\left\| \left( D_n - \nu E_1^{(n)} - \mu E_2^{(n)} \right)_+ \right\|^2_F = \left\| \left( \Lambda_n - \nu E_1^{(n)} - \mu E_2^{(n)} \right)_+ \right\|^2_F.$$ \hspace{1cm} (32)
In particular, we denote the eigenvalues in $\Lambda_n$ corresponding to $W_n$ and $Q_n$ by $\lambda_i^{(W_n)}$ and $\lambda_j^{(Q_n)}$, respectively, and sort the eigenvalues in these two groups in non-increasing order as follows:

$$
\Lambda_n = \begin{bmatrix}
\lambda_1^{(W_n)} \\
\vdots \\
\lambda_{|O(n)|}^{(W_n)} \\
\lambda_1^{(Q_n)} \\
\vdots \\
\lambda_{|O(n)|\times nt}^{(Q_n)} \\
\end{bmatrix},
$$

where $\lambda_1^{(W_n)} \geq \ldots \geq \lambda_{|O(n)|}^{(W_n)}$ and $\lambda_1^{(Q_n)} \geq \ldots \geq \lambda_{|O(n)|\times nt}^{(Q_n)}$. It then follows that

$$
\left\| \Lambda_n - \nu E_1^{(n)} - \mu E_2^{(n)} \right\|_F^2 = \sum_{i=1}^{|O(n)|} \left( \max \left\{ 0, \lambda_i^{(W_n)} - \nu \right\} \right)^2 + \sum_{j=1}^{|O(n)|nt} \left( \max \left\{ 0, \lambda_j^{(Q_n)} - \mu \right\} \right)^2,
$$

(33)

From (34), we have

$$
\psi(\nu, \mu) = -\frac{1}{2} \sum_{i=1}^{|O(n)|} \left( \max \left\{ 0, \lambda_i^{(W_n)} - \nu \right\} \right)^2 - \nu B_n - \frac{1}{2} \sum_{j=1}^{nt} \left( \max \left\{ 0, \lambda_j^{(Q_n)} - \mu \right\} \right)^2 - \mu P_n^{(n)} + \frac{1}{2} \|D_n\|^2,
$$

(35)

$$
= \psi(\nu) + \psi(\mu) + \frac{1}{2} \|D_n\|^2,
$$

(36)

where $\psi(\nu) \triangleq -\frac{1}{2} \sum_{i=1}^{|O(n)|} \left( \max \left\{ 0, \lambda_i^{(W_n)} - \nu \right\} \right)^2 - \nu B_n$ and $\psi(\mu) \triangleq -\frac{1}{2} \sum_{j=1}^{nt} \left( \max \left\{ 0, \lambda_j^{(Q_n)} - \mu \right\} \right)^2 - \mu P_n^{(n)}$, i.e., we separate $\psi(\nu, \mu)$ into two parts. It is readily verifiable that $\psi(\nu, \mu)$ is continuous and piece-wise concave in $\nu$ and $\mu$. Generally, for a piece-wise concave maximization problem, we can use subgradient method. In this problem, it is easy to derive the subgradients with respect to $\nu$ and $\mu$ as follows:

$$
\frac{\partial \psi}{\partial \nu} = \sum_{i=1}^{\left| O(n) \right|} \max \left\{ 0, \lambda_i^{(W_n)} - \nu \right\} - B_n, \quad \frac{\partial \psi}{\partial \mu} = \sum_{j=1}^{\left| O(n) \right| \times nt} \max \left\{ 0, \lambda_j^{(Q_n)} - \mu \right\} - P_n^{(n)}.
$$

(37)
However, due to the heuristic nature of its step size selection strategy, subgradient algorithm usually
does not perform well. Noting that $\psi(\nu, \mu)$ is piece-wise quadratic and separable, we can consider
$\nu$ and $\mu$ individually piece by piece.

For example, we can start searching the optimal value of $\nu$ as follows. Let the pieces of $\psi(\nu)$
indexed by $\hat{I}$, $\hat{I} = 0, 1, \ldots, |O(n)|$. Initially we set $\hat{I} = 0$ and increase $\hat{I}$ subsequently. Also, we
introduce $\lambda_{0}^{(W_n)} = \infty$ and $\lambda_{|O(n)|+1}^{(W_n)} = -\infty$. If $\hat{I} = 0$, we let endpoint objective value $\psi_{\hat{I}}(\lambda_{0}^{(W_n)}) = 0$,
$\phi^{*} = \psi_{\hat{I}}(\lambda_{0}^{(W_n)})$, and let $\nu^{*} = \lambda_{0}^{(W_n)}$. If $\hat{I} > |O(n)|$, the search stops. For a particular index $\hat{I}$,
suppose that $\nu \in \left[\lambda_{\hat{I}+1}^{(W_n)}, \lambda_{\hat{I}}^{(W_n)}\right] \cap \mathbb{R}_{+}$, where $\mathbb{R}_{+}$ denotes the set of non-negative real numbers.
Solve for $\nu_{\hat{I}}^{*}$ by setting

$$
\frac{\partial}{\partial \nu} \psi_{\hat{I}}(\nu) \triangleq \frac{\partial}{\partial \nu} \left( -\frac{1}{2} \sum_{i=1}^{\hat{I}} \left( \lambda_{i}^{(W_n)} - \nu \right)^{2} - \nu B_{n} \right) = 0, \quad (38)
$$

for which we have

$$
\nu_{\hat{I}}^{*} = \frac{\sum_{i=1}^{\hat{I}} \lambda_{i}^{(W_n)} - B_{n}}{\hat{I}}.
\quad (39)
$$

Now we consider the following two cases:

1. If $\nu_{\hat{I}}^{*} \in \left[\lambda_{\hat{I}+1}^{(W_n)}, \lambda_{\hat{I}}^{(W_n)}\right] \cap \mathbb{R}_{+}$, then we find the optimal solution for $\nu$ because $\psi(\nu, \mu)$ is continuous
concave quadratic in $\nu$, and the point having zero-value first derivative, if exists, must be the unique global maximum solution. Thus, we can let $\nu^{*} = \nu_{\hat{I}}^{*}$ and the search is done.

2. If $\nu_{\hat{I}}^{*} \notin \left[\lambda_{\hat{I}+1}^{(W_n)}, \lambda_{\hat{I}}^{(W_n)}\right] \cap \mathbb{R}_{+}$, we must have that the local maximum in the interval $\left[\lambda_{\hat{I}+1}^{(W_n)}, \lambda_{\hat{I}}^{(W_n)}\right] \cap \mathbb{R}_{+}$ is achieved at one of the two end points. We note that the objective value $\psi_{\hat{I}}(\lambda_{\hat{I}}^{(W_n)})$ has been computed in the previous iteration. This is because from the continuity of the objective function, we have $\psi_{\hat{I}}(\lambda_{\hat{I}}^{(W_n)}) = \psi_{\hat{I}-1}(\lambda_{\hat{I}}^{(W_n)})$. Thus, we only need to compute the other
endpoint objective value $\psi_I(\lambda^{(W_n)}_{I+1})$. If $\psi_I(\lambda^{(W_n)}_{I+1}) < \psi_I(\lambda^{(W_n)}_I) = \phi^*$, then we know $\nu^*$ is the optimal solution; else let $\nu^* = \lambda^{(W_n)}_{I+1}$, $\phi^* = \psi_I(\lambda^{(W_n)}_{I+1})$, let $\hat{I} = \hat{I} + 1$ and continue.

Since there are $|O(n)| + 1$ intervals, the search process takes at most $|O(n)| + 1$ steps to find the optimal solution $\nu^*$. Likewise, the search process for $\mu$ can be done in a similar fashion.

After finding $\nu^*$ and $\mu^*$, we have

$$\tilde{D}_n^* = \left(D_n - \nu^*E_1^{(n)} - \mu^*E_2^{(n)}\right)_+ = U_n \left(A_n - \nu^*E_1^{(n)} - \mu^*E_2^{(n)}\right)_+ U_n^\dagger, \quad (40)$$

that is, the projection $\tilde{D}_n$ can be computed by adjusting the eigenvalues of $D_n$ using $\nu^*$ and $\mu^*$ and keeping the eigenvectors unchanged.

The projection of $D_n$ onto $\Omega_+(n)$ is summarized in Algorithm 2 and Algorithm 3.

**Algorithm 2 Projection onto $\Omega_+(n)$**

1. Construct a block diagonal matrix $D_n$. Perform eigenvalue decomposition $D_n = U_n A_n U_n^\dagger$, separate the eigenvalues in two groups corresponding to $W_n$ and $Q_n$, and sort them in non-increasing order within each group, respectively.
2. For each group of eigenvalues, call Algorithm 3 to find the optimal dual variable $\nu^*$ and $\mu^*$.
3. Compute $\tilde{D}_n = U_n (A_n - \nu^*E_1^{(n)} - \mu^*E_2^{(n)})_+ U_n^\dagger$.

**Algorithm 3 Search the Optimal Dual Variable**

Initiation:
- Introduce $\lambda_0 = \infty$ and $\lambda_K = -\infty$. Let $\hat{I} = 0$. Let endpoint objective $\psi_I(\lambda_0) = 0$, $\phi^* = \psi_I(\lambda_0)$, and $\mu^* = \lambda_0$.

Main Loop:
1. If $\hat{I} > K$, return $\mu^*$; else let $\mu^*_I = (\sum_{j=1}^{\hat{I}} \lambda_j - P)/\hat{I}$.
2. If $\mu^*_I \in [\lambda_{I+1}, \lambda_{I}] \cap \mathbb{R}_+$, then let $\mu^* = \mu^*_I$ and return $\mu^*$.
3. Compute $\psi_I(\lambda_{I+1})$. If $\psi_I(\lambda_{I+1}) < \phi^*$, then return $\mu^*$; else let $\mu^* = \lambda_{I+1}$, $\phi^* = \psi_I(\lambda_{I+1})$, $\hat{I} = \hat{I} + 1$ and continue.

V Cutting-Plane Method for Solving $D^{\text{CRPA}}$

Compared to the popular subgradient-based approaches for solving Lagrangian dual problems, the attractive feature of the cutting-plane method is its speed of convergence and its simplicity in recovering optimal primal feasible solutions. As opposed to the cumbersomeness of subgradient
method, in cutting-plane method, primal optimal feasible solutions can be exactly computed by averaging all the primal solutions (may or may not be primal feasible) using the dual variables as weights [34].

We briefly introduce the basic idea of cutting-plane method as follows. Letting \( z = \Theta(u) \), the inequality \( z \geq \sum_f \ln(s_f) + \sum_l u_l (\Phi_l(W_l, Q_l) - \langle 1, X^T e_l \rangle) \) must hold for all \((S, X, Q, W) \in \Gamma\). Thus, the dual problem is equivalent to

\[
\begin{align*}
\text{Minimize} & \quad z \\
\text{subject to} & \quad z \geq \sum_f \ln(s_f) + \sum_l u_l (\Phi_l(W_l, Q_l) - \langle 1, X^T e_l \rangle) \\
& \quad u \geq 0,
\end{align*}
\]

(41)

where \((S, X, Q, W) \in \Gamma\). Although (41) is a linear program with infinite constraints not known explicitly, we can consider the following approximating problem:

\[
\begin{align*}
\text{Minimize} & \quad z \\
\text{subject to} & \quad z \geq \sum_f \ln(s_f) + \sum_l u_l (\Phi_l(W_l^{(j)}, Q_l^{(j)}) - \langle 1, X^{(j)T} e_l \rangle) \\
& \quad u \geq 0,
\end{align*}
\]

(42)

where the points \((S^{(j)}, X^{(j)}, Q^{(j)}, W^{(j)}) \in \Gamma, j = 1, \ldots, k - 1\). The problem in (42) is a linear program with a finite number of constraints and can be solved efficiently. Let \((z^{(k)}, u^{(k)})\) be an optimal solution to the approximating problem, which we refer to as the master program. If the solution is feasible to (41), then it is an optimal solution to the Lagrangian dual problem. To check the feasibility, we consider the following subproblem:

\[
\begin{align*}
\text{Maximize} & \quad \sum_f \ln(s_f) + \sum_l u_l^{(k)} (\Phi_l(W_l, Q_l) - \langle 1, X^T e_l \rangle) \\
\text{subject to} & \quad (S, X, Q, W) \in \Gamma
\end{align*}
\]

(43)

Suppose that \((S^{(k)}, X^{(k)}, Q^{(k)}, W^{(k)})\) is an optimal solution to the subproblem (43) and \(\Theta^*(u^{(k)})\) is the corresponding optimal objective value. If \(z_k \geq \Theta^*(u^{(k)})\), then \(u^{(k)}\) is an optimal solution to the Lagrangian dual problem. Otherwise, for \(u = u^{(k)}\), the inequality constraint in (41) is not satisfied.
for \((S^{(j)}, X^{(j)}, Q^{(j)}, W^{(j)})\). Thus, we can add the constraint

\[
z \geq \sum_f \ln \left(s_f^{(k)}\right) + \sum_l u_l \left(\Phi_l(W_l^{(k)}, Q_l^{(k)}) - \langle 1, X(k)T e_l \rangle\right)
\]

(44)
to (42), and re-solve the master linear program. Obviously, \((z^{(k)}, u^{(k)})\) violates (44) and will be cut off by (44). The cutting plane algorithm is summarized in Algorithm 4.

**Algorithm 4** Cutting Plane Algorithm for Solving \(D^{\text{CRPA}}\)

Initialization:
- Find a point \((S^{(0)}, X^{(0)}, Q^{(0)}, W^{(0)}) \in \Gamma\). Let \(k = 1\).

Main Loop:
1. Solve the master program in (42). Let \((z^{(k)}, u^{(k)})\) be an optimal solution.
2. Solve the subproblem in (43). Let \((S^{(k)}, X^{(k)}, Q^{(k)}, W^{(k)})\) be an optimal point, and let \(\Theta^*(u^{(k)})\) be the corresponding optimal objective value.
3. If \(z^{(k)} \geq \Theta(u^{(k)})\), then stop with \(u^{(k)}\) as the optimal dual solution. Otherwise, add the constraint (44) to the master program, replace \(k\) by \(k + 1\), and go to step 1.

VI Subgradient Algorithm for Solving \(D^{\text{CRPA}}\) and Distributed Implementation

Since the CRPA primal problem is not a concave problem, the dual objective function is piece-wise differentiable in general. For piece-wise differentiable convex minimization problems, subgradient method is one of the effective algorithms [34]. Let \(S\) be a nonempty convex set in \(\mathbb{R}^n\) and let \(f : S \to \mathbb{R}\) be a convex piece-wise differentiable function. Then \(d\) is called a subgradient of \(f\) at \(\bar{x} \in S\) if \(f(x) \geq f(\bar{x}) + d^T(x - \bar{x}), \forall x \in S\). The geometric interpretation of a subgradient corresponds to the slope of a possible supporting hyperplane of \(f\) at \(\bar{x}\). On the other hand, if \(f\) is concave, then the inequality is reversed.

Subgradient algorithm for minimization problems is a generalization of steepest descent algorithm in which the negative gradient direction is replaced by a suitable negative subgradient direction. For \(D^{\text{CRPA}}\), starting with an initial \(u^{(1)}\) and after evaluating subproblems \(D^{\text{CRPA}}_{\text{net}}\) and \(D^{\text{CRPA}}_{\text{link}}\) for \(u^{(k)}\) in the \(k^{th}\) iteration, we update the dual variables by

\[
u^{(k+1)} = [u^k - \lambda_k d^{(k)}]^+.
\]

(45)
In (45), the operator $[\cdot]_+$ projects a vector on to the nonnegative orthant, and $\lambda_k$ denotes a positive scalar step size. $d^{(k)}$ is a subgradient of the Lagrangian at point $u^{(k)}$. It is proven in [34] that the subgradient algorithm converges if the step size $\lambda_k$ satisfies $\lambda_k \to 0$ as $k \to \infty$ and $\sum_{k=0}^{\infty} \lambda_k = \infty$. However, one has to carefully select the step size to avoid stalling and accelerate the convergence. It is shown in [34] that the best choice of the step size $\lambda_k$ is

$$
\lambda_k = \beta_k \frac{\Theta(u^{(k)}) - \hat{\Theta}}{\|d_k\|},
$$

(46)

where $\beta_k > 0$ and $\hat{\Theta}$ is an estimate of the optimal value of $\Theta$. However, the optimal step size selection strategy still requires global information. Another simple and useful step size selection strategies is the divergent harmonic series $\sum_{k=1}^{\infty} \frac{1}{k} = \infty$. We will discuss this choice of step sizes in the next subsection in more detail.

From [34], we have that the subgradient for the Lagrangian dual problem is

$$
\Phi_l(Q^*(u)) - \langle 1, X^*(u)^T e_l \rangle, \quad l = 1, 2, \ldots, L.
$$

(47)

In fact, the subgradient expression in (47) has a very interesting economics interpretation. Upon a closer look, one may immediately recognize that the expression represents the excess capacity on link $l$. That is, if $d_l$ is positive, link $l$ is not fully utilized, and more traffic can pass through; otherwise, the link is saturated or over utilized. Further, it is not difficult to see that the Lagrangian dual variable $u_l$ plays the role of pricing on link $l$ for each unit flow. The network layer acts like a customer and the link layer acts like a service provider. From the network layer objective function $\Theta_{\text{link}} = \max \left( \sum_f \ln (s_f) - \sum_l u_l \langle 1, X^T e_l \rangle \right)$, it is seen that the customer wants to maximize his net profit under the current prices $u$. While from the link layer objective function $\Theta_{\text{link}} = \max \sum_l u_l \Phi_l(Q)$, it can be seen that the service provider wants to maximize his overall revenue by adjusting the links’ capacities according to the current prices $u$.

Recall that the dual variables update scheme is $u^{(k+1)} = [u^k - \lambda_k d^{(k)}]_+$, where $\lambda_k > 0$ is the step size at iteration $k$. If a link $l$ is under utilized, then $d_l^{(k)}$ is positive, which will in turn decrease
the price $u_l^{(k+1)}$ in the $(k+1)^{th}$ iteration. This price reduction on link $l$ will encourage the customer to use link $l$ in the next iteration, and prompt the service provider to reduce the capacity on link $l$ in the next iteration. On the other hand, if a link $l$ is over utilized, then $d_l^{(k)}$ is negative, which will in turn increase the price $u_l^{(k+1)}$ in the $(k+1)^{th}$ iteration. This price increasing on link $l$ will discourage the customer from using link $l$ in the next iteration, and prompt the service provider to increase the capacity of link $l$ because link $l$ becomes more valuable. Eventually, when the subgradient algorithm converges, i.e., $d \approx 0$, it means that every link in the network is almost fully utilized, and the prices’ adjustments from iteration to iteration are so minor that it is no longer necessary for both the customer and the service provider to make changes to increase their profits. In summary, the subgradient algorithm for MD$^{\text{CRPA}}$ can be regarded a pricing scheme that coordinates both the customer and the service provider simultaneously, driving them to a steady state where all links are fully utilized.

A Distributed Implementation of Subgradient Algorithm

As mentioned earlier, the Lagrangian dual problem is in the form of decomposed structure, which renders itself solvable by subgradient algorithm. Although the original motivation to apply the subgradient algorithm is due to the non-differentiability of Lagrangian dual objective function (piece-wise concave/convex function in general), the fact that the subgradient method can be implemented in a distributed fashion is the main motivation for pursuing along this direction. Specifically, the subgradient method has the following properties when it comes to distributed implementation:

- Subgradient computation only requires local traffic information $\langle 1, X^T e_l \rangle$ and the available link capacity information $\Phi_l(W_l, Q_l)$ at each link $l$: The subgradient can be computed as $\partial \Theta(u)/\partial u_l = \Phi_l(W_l, Q_l) - \langle 1, X^T e_l \rangle$. In this case, subgradient only involves local variables $W_l, Q_l,$ and $X^T e_l$ at each link and thus can be computed locally.

- The choice of step sizes can be chosen as $\lambda_k = \beta/k$, $k = 1, 2, \ldots$, where $0 < \beta \leq 1$ is a predefined constant. This step size choice obviously satisfies the convergence condition. It is
seen that this choice of step size depends only upon the iteration index \( k \), and does not require any other global knowledge. In conjunction with the first property, the dual variable, in the iterative form of \( u_i^{(k+1)} = u_i^{(k)} + \lambda_k (\partial \Theta_i(u)/\partial u_i) \), may also be computed locally.

- The objective functions \( \Theta_{\text{link}} \) and \( \Theta_{\text{net}} \) can be decomposed such that each node in the network can perform the computation locally. Recall that the link layer subproblem is: \( \text{Max } \Theta_{\text{link}} \triangleq \sum_{l=1}^{L} u_l C_l(Q_l) \text{ s.t. } \sum_{l \in \mathcal{O}(n)} \text{Tr}\{Q_l\} \leq P_{\text{max}}, Q_l \succeq 0, \forall l, \text{ where } \mathcal{O}(n) \text{ denotes the set of outgoing links from node } n. \) For this subproblem, it is not difficult to observe that it has a special structure that can be decomposed into a set of new subproblems based on each node \( n \) as follows:

\[
\text{Max } \Theta_{\text{link}}^{(n)} \triangleq u_l C_l(Q_l) \text{ s.t. } \sum_{l \in \mathcal{O}(n)} \text{Tr}\{Q_l\} \leq P_{\text{max}}, Q_l \succeq 0, l \in \mathcal{O}(n). \tag{48}
\]

The dual original link layer subproblem can then be simply transformed to \( \Theta_{\text{link}} = \sum_{n=1}^{N} \Theta_{\text{link}}^{(n)}. \) This suggests that the optimization of each problem \( \Theta_{\text{link}}^{(n)} \) in (48) only requires local information of channel gains (all outgoing links from node \( n \)) and the locally-computed dual variable \( u_l \). Thus, the link layer subproblem can be solved distributively. Likewise, for the network layer subproblem: \( \text{Max } \Theta_{\text{net}} \triangleq \sum_{f=1}^{F} \ln(s_f) - \sum_{l} u_l \langle 1, X^T e_l \rangle \text{ s.t. flow balance constraints for all flows, we may decompose it into a set of subproblems based on the source node of each flow } f:\)

\[
\text{Max } \Theta_{\text{net}}^{(f)} \triangleq \ln(s_f) - \sum_{l} u_l \langle 1, X^T e_l \rangle \text{ s.t. flow balance constraints for flow } f. \tag{49}
\]

The original network layer subproblem can then be simply transformed to \( \Theta_{\text{net}} = \sum_{f=1}^{F} \Theta_{\text{net}}^{(f)}. \) Again, this suggests that the optimization of each problem \( \Theta_{\text{net}}^{(f)} \) in (49) only requires the locally-computed dual variable \( u_l \) for the links. In each iteration, all links can send the locally-computed dual information back to the source node of each session. As a result, the network layer subproblem can be solved in a distributed fashion.
The key steps in this distributed algorithm include:

1. Initialize the iteration index $k = 0$, and choose initial values for $u^{(0)}_l$, for all $l$.

2. At each node $n$, solve the local link layer subproblem $\Theta^{(l)}_{\text{link}}$ based on $u^{(k)}_l$, where $l \in \mathcal{O}(n)$.

3. Each node sends the locally computed dual variable, or forwards the dual information upon receiving the dual information from its one-hop neighbors to each source node of each flow.

4. At the source node of each session, upon collecting all the required dual information, the source node computes the optimal flow $S$ and $X$, and then adjusts flow rates according to the optimal solution.

5. Based on current values of dual variables $u^{(k)}_l$ and the iteration number $k$, compute $u^{(k+1)}_l$.
   
   If $u^{(k+1)}_l - u^{(k)}_l \leq \epsilon$, or $k$ has reached a predefined number of iterations, the algorithm stops. Otherwise, let $k = k + 1$ and continue.

B Recover the Primal Feasible Solution

Generally, additional work is usually needed to find an optimal primal feasible solution from the solutions of dual problem. As the dual function $\Theta$ is evaluated at a given $u$, we obtain a solution, denoted by $[S^*_u X^*_u W^*_u Q^*_u]^T$, to a problem that is closely related to the original problem, in which the constraints are perturbed. Let $I = \{l : u_l > 0\}$ represent the set of link indices whose Lagrangian multipliers are strictly positive. For some $\epsilon > 0$, if $|\Phi_l(W^*_u, Q^*_u) - \langle 1, X^*_u e_l \rangle| \leq \epsilon, \forall l \in I$, we have a near-feasible solution. Furthermore, suppose that $\bar{s}_1, \bar{s}_2, \ldots, \bar{s}_F$ solve CRPA, we must have [34]

$$\sum_f \ln ((S^*_u e_{sf})_{src(f)}) \leq \sum_f \ln (\bar{s}_f) + \epsilon \sum_{l \in I} u_l.$$

Thus, $[S^* X^* W^*, Q^*]^T$ is also called a near-optimal solution. Based on this, one may achieve a primal feasible solution from the near-optimal solution by enforcing the violated constraints to be feasible, e.g., fixing the $Q^*$ and solving $S^*$ and $X^*$ by solving a convex programming problem.
However, there is no primal optimality guarantee for such achieved primal feasible solutions. In this paper, we adopt the following primal feasible optimal solution recovering scheme that only requires the solution and step size information from the process of solving the Lagrangian dual problem. Let $[S_{u_k}^* X_{u_k}^* Q_{u_k}^*]^T$ be the solvers for $\Theta_{u_k}$, and let $\lambda_k$ be the corresponding step size in the subgradient algorithm. The primal optimal feasible solution recovery is shown in Algorithm 5.

**Algorithm 5** Recovering A Primal Feasible Solution

1. In the $k^{th}$ iteration of the subgradient algorithm, let weights $\omega_j^k = 1/k$, for $j = 1, \ldots, k$.
2. Let $[S_k X_k W_k Q_k]^T = \sum_{j=1}^k \omega_j^k [S_j^* X_j^* W_j^* Q_j^*]^T$.

It is evident from our step size selection strategy that $\lambda_{k+1} \leq \lambda_k$ for all $k$ and $\lim_{k\to\infty} k\lambda_k = \infty$. Thus, all conditions in Theorem 1 in [41] are satisfied, which means as $k \to \infty$, $[S_k X_k W_k Q_k]^T$ will approach a KKT point.

**VII Numerical Results**

In this section, we present some pertinent numerical results through simulations to provide further insights on solving CRPA. We first describe our simulation settings. $N$ nodes in a MIMO ad hoc network are uniformly distributed in a square region. Each node in the network is equipped with two transmitting antennas and two receiving antennas. The maximum transmit power for each node is set to $P_{\text{max}} = 10\text{dBm}$. The network operates in 2.4GHz ISM band. The channel bandwidth is $W = 30\text{MHz}$. The path-loss index is chosen to be $\alpha = 2$.

We illustrate a 15-node network example, as shown in Fig. 1(a), to show the convergence process of the subgradient algorithm for solving $D^{\text{CRPA}}$. All possible links (within the transmission range of using maximum power to transmit) are also illustrated in Fig. 1(a). In this example, there are three flows transmitting across the network: node 14 to node 1, node 6 to node 10, and node 5 to node 4, respectively. The convergence process is illustrated in Fig. 1(b).

The step size selection strategy for the distributed subgradient is $\lambda_k = \frac{0.1}{k}$. It can be seen that for this 15-node network example, both centralized cutting-plane algorithm and distributed
subgradient algorithm converge in approximately 70 iterations, the optimal value of the network utility function is 5.10. The optimal routing paths for the flows are: 1) N13 → N5 → N11 → N4 → N1; 2) N6 → N9 → N11 → N7 → N10; 3) N5 → N11 → N12 → N4.

VIII Conclusion

In this paper, we investigated the problem of cross-layer optimization of routing, power control, power allocation, and bandwidth allocation for MIMO-based mesh networks. We developed a mathematical solution procedure, which combines Lagrangian decomposition, gradient projection, cutting-plane, and subgradient methods. We provided the theoretical insights of our proposed algorithms and conducted simulations to verify their efficacy. Our results show that the nice decoupled structure and the high efficiency of our proposed algorithm make it an attractive method for optimizing the performance of MIMO-based mesh networks.
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